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Abstract
Advances in VR technology are rapidly developing according to the development of hardware. The development of equipment that can maximize the visual experience of the user comes to call the desire of experience through contact, especially in the case of games, demand for enhancing bodily sensation is increasing such as getting gun shot or colliding with something. Therefore, as a technology enabling interaction with characters appearing in VR, we will try to apply motion capture to VR and to analyze the manufacturing process, the advantages, and disadvantages of this.
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I. Introduction
Virtual reality is not defined by one software or hardware but understood to a single lifestyle. Currently, there are still many restrictions on expressions of realism to implement the virtual reality. Nonetheless, the virtual reality is anticipated to change the way of life such as people's play, education, and workplace.  HTC's Vive is the most recognized device currently implementing VR.  This device embodies virtual reality with visual sense and a partial bodily sensation.  In the text, we investigated the current sensory devices and studied and tried applying the implementation of real-time operation inside the virtual reality, which can increase the physical sensitivity.
II. Main subject
2.1. The usage of VR
    Despite technical challenges, since VR has been developing technology and commercial content to exploit a new field in the field of games, games are playing the most important role in the field of virtual reality. The VR game enhances the most realistic and immersive feeling to the game field that evolved from MUD games using characters to 2D games and 3D games, devices which stimulate not only visual but also other sensations at the same time for maximizing realistic feeling, are being studied continuously. In addition to games, VR is beginning to change existing content while being increasingly applied to markets such as medical, military, real estate, design, industry, geography, and education. 
2.2 VR body perceptual enhancement device
2.2.1 VR sports sensory device
Only three HMDs (HTC Vive, Oculus Rift, and PS VR) among the commercially available VR devices support the device for bodily sensation in conjunction with HMD. The interactive VR devices for bodily sensation effectively reduce the occurrence of dizziness caused by the use of HMD using the existing VR and further increase the immersive feeling. Techniques for enhancing interactive bodily sensation have been developing, and technologies for enhancing a sense of physical sensation such as a simulation chair, a position tracking device, and a body sensation suit by electrical stimulation as shown in FIG. 1, have been developing. 

  The Nibiru air seat is made up of seats connected to the arms of the machine. By transferring the data of positions from the game to the seat and then synchronizing with the scenes inside the game, a simulation in which the pilot controls the airplane through the cockpit is created. The equipment called Virtuix Omni VR treadmill is composed of concave floor and equipment to fix the waist. The user wears the shoes with Omni tracking pod attached and when walks or runs anywhere on the floor, it records the movement of the foot of the tracking sensor machine user on the shoes and synchronizes the screen. Tesla Suit is made of smart fiber clothing and synchronizes with the shock placed in the game through electric stimulation by using radio waves to experience the virtual reality.
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Image1, Nibiru Air War Seats , Omni VR Treadmill, Tesla Suit Body Feeling Clothes

2.2.2 The VR instance of motion capture
    Nissan UEFA Champions League VR game is a VR game project developed jointly by Nissan Wasd Studio and Nissan VR Test Lab. Wasd Studio makes it possible to have an experience that can feel like real using Xsens MVN Awinda motion capture device. Gamers should play three soccer tests in a virtual space, and they will use their body-based motion information to play football in virtual space for the test. In the project, capturing the performing actions is very important. The purpose of this project is that as many people to enjoy this. Easy installation, the sophistication of tracking, and quick calibration are helpful for experiencing this for each person.

  However, this game still has defects in feedback. At the moment of kicking a ball, the gamer should feel a collision between the foot and the ball, but cannot feel it during the game. If this game is combined with the product of Tesla, the moment when kicking a soccer ball, the gamer will feel the foot hitting the ball and experience a higher level of bodily sensation.
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Image2, Nissan UEFA Champions League VR game

2.3 The analysis of Real-Time Motion Capture Technique for Application of Game Engine

   If the existing VR sensory device is a device for gamers, when the action of the object in the game interacts with the gamer or can affect the gamer, it will provide the gamer with the experience of higher immersion and bodily sensation.  

2.3.1 Different motion capture mode
-Optical motion capture device

The advantage of using optical motion capture is that it is very well compatible with digital actors since it has been applied for a long time. The disadvantage is that although the space setting of the motion capture camera is necessary, since there is limitation in the monitoring area of the camera, there might be many obstacles in the capture space, and also there is a high probability of occurring the data loss due to the acting that the actor interacts with other performers. 

-Gyroscopic motion capture device
Gyroscopic motion capture has fewer data to collect than the optical system, and its real-time capture is easy, the range of motion obtained by calculation is large, and its precision is high so that recently it tends to be activating. The facility itself has the advantage that it has high price competitiveness and it is not significantly affected by the environment. The disadvantage is that the motion parameters of the sensor measured by the IMU cause severe interference of noise. MEMS (Micro Electro Mechanical Systems) machines also make data errors of Zero - offset and drift phenomena.

2.3.2 Example of motion capture application for VR content using htc Vive 

Tried to create a simple VR game with zombie characters using Unity and experience the level of the bodily sensation by virtual characters. To do this, we created a space, zombie characters, and accessories for game production with Maya, and brought it into the Unity game engine to construct a room escaping game. 
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Image3,Game experience scenes and game space settings and game images

In the text, in the course of the game, instead of applying motion capture zombies, progressed until its appearance of zombies produced with motion capture. We also tested real-time motion capture character operation in the Unity game engine.  OptiTrack's prime was used as a motion capture device to apply a real-time game engine. 
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Image4, Real-Time Motive mocap into Unity
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Image5, The application process of Real-Time motion capture

The level of bodily sensation of the game test produced through Vive came out high, and it is planned that research on gamer's flow line development and on what zombie characters will be used for real-time motion capture to increase the immersive degree.

Two problems occurred in implementing the real-time operation on a game engine using motion capture. First, there is a delay in operation. The optical motion capture system captures a target using a plurality of cameras and estimates the value of the target position. The precise cause and solution of the delay time, which is not noticeable but varies depending on the operation, will be studied in the future. Second, when the motion capture character gestures using an object in real time, the motion of an object not being constrained is displayed not matched in the position and the rotation value with the character. In other words, the character throws things to the gamer, the disagreement of the position value of the object to which the marker adheres appears severely. Further research about this issue also will be carried out. 

III. Conclusion
    Synchronizing two devices is very important to induce real-time bodily sensation by using a motion capture device for enhancing the level of bodily sensation. The application of the game engine using the existing motion capture device was to produce the game data and not to apply for the real time game engine. However, as the number of virtual reality contents has been increasing recently, the demand for real time game application has also been increasing. Among the additional research subjects, the experiment of gestures by real-time motion capture characters using objects is currently being left as a problem to be solved even for the Unity game engine production company, and yet it seems possible in future versions. The action delay of real-time motion capture is expected to be considered the application of additional cameras, hardware upgrade, or application of gyro-type motion capture system. However, since the most important thing is the bodily sensation of the game, it is most important to upgrade the setting of game, scenario, and placement of situations accompanying the flow line of the game, to enhance the level of bodily sensation using the motion capture device.  I would like to analyze the level of bodily sensation which interacts through the production experience in the future.
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